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INTRODUCTION 

Treatment of the breast cancer at an early stage is the most significant means of improving 
the survival rate of the patients. Mammography is currently the most sensitive method for 
detecting early breast cancer, and it is also the most practical for screening. However, it is known 
that a considerable number of lesions visible on the mammograms in retrospect are missed by the 
radiologists. This can be due to a variety of reasons, including eye fatigue and oversight. 
Although general rules for the differentiation between malignant and benign lesions exist, in 
clinical practice, approximately only 15-30% of cases referred for surgical biopsy are actually 
malignant. We are in the process of developing computer-aided diagnosis (CAD) methods which 
can provide a consistent and reproducible second opinion to the radiologist for the detection and 
classification of breast abnormalities. 

We are investigating the problem of classifying mammographic lesions as malignant or 
benign using computer vision, automatic feature extraction, statistical classification, and artificial 
intelligence techniques. The long-term goal of our research includes the development of an 
intelligent workstation which would, at the click of a button, provide a consistent and objective 
second opinion on the probability of lesion malignancy. We hypothesize that such a second 
opinion would increase the positive predictive value of mammography, reduce the number of 
unnecessary biopsies without increasing the number of missed carcinomas, and reduce both cost 
and patient discomfort. 

Our efforts are concentrated on the computer-aided classification of two kinds of breast 
abnormalities, masses and microcalcifications, which are the primary mammographic signs of 
malignancy. We are investigating computerized extraction of useful features for the differentiation 
of malignant and benign cases for both abnormalities, and the application of classical statistical 
classifiers and newly developed paradigms such as neural networks and genetic algorithms for the 
classification task. Our purposes are to i) improve existing techniques, devise new methods, and 
identify the preferred approaches for the classification of mammographic lesions, ii) show that 
computerized classification of mammographic lesions is feasible, and iii) develop a computerized 
program that can subsequently be shown to improve radiologists' classification of mammographic 
abnormalities. 

BODY 

The progress made so far in the development of the five technical objectives of this project 
are summarized below. The results obtained using the methods developed in these technical areas 
are summarized in the discussion of technical objective 5, the evaluation of classification methods. 
The implications of these results are summarized in the conclusion section. 

Technical Objective 1: Database collection 

We have initiated the collection of additional mammograms for our database. The digitizer 
used to collect the mammograms was changed from the 21 ^m CCD based digitizer discussed in 
the proposal to a 50 \xm laser scanning device. The change was made because the CCD digitizer 
did not pass initial image quality tests, and it had a limited optical density (OD) range. We instead 
purchased a Lumisys Lumiscan 85 laser film digitizer with an OD range of 0 to 4.0. For the 
collection of mass cases, the 50 urn pixels were subsampled to 100 urn and archived on optical 
disks. 

The expert mammographer in this project, Dr. Helvie, has been reviewing, categorizing 
and selecting mammographic cases for digitization based on pathologic finding and tissue density. 
The regions of interest (ROIs) containing masses and microcalcifications are identified and 
extracted for the development and evaluation of lesion classification algorithms. We hired a 
student research assistant in September to digitize and archive the new films and to maintain the 
mass database. At this point, the student has digitized over 100 films from approximately 20 
patients, and we are in the process of incorporating these new films to our evaluation database. 



Technical Objective 2:   Feature Extraction for Masses 

Segmentation of masses: 

We have developed an automated algorithm for segmentation of an ROI into an object 
region and background tissue We used a pixel-by-pixel clustering algorithm followed by binary 
object detection for ROI segmentation. We derived several filtered images from the ROI, and used 
the original and filtered pixel values as the components of the feature vectors in the clustering 
algorithm. Inclusion of the filtered images made it possible to incorporate neighborhood 
information into the classification of each pixel. So far, we have applied our clustering algorithm 
to 255 ROIs containing masses in our database, with satisfactory results. We have not separately 
attempted to quantify the quality of segmentation. The success of our segmentation algorithm is 
reflected in the classification results presented under technical objective 5. 

Our clustering algorithm, depicted in Fig. 1, is very similar to the K-means algorithm. The 
goal is to classify pixel pi as either an object or a background pixel. This is achieved by clustering 
with feature vector Fi=[f(l),...,f(L)] of length L, where L is the total number of images used in 
clustering. The algorithm starts by choosing initial cluster center vectors, for the object and the 
background. Pixels are classified as background or object pixels based on the Euclidean distance 
between the cluster vector and the cluster center vector. Using this initial classification, two new 
cluster center vectors are computed. If the new cluster centers are different from the previous 
ones, the procedure of temporary classification is repeated, otherwise, the clustering is completed. 

Assign initial 
cluster centers, 
C'„ and C'h 

Let 
c0=c0 
cb=cb 

a 

For each pixel i, 
if IIF,-Cbll > R IIF,-C0II 

assign pixel to object 
otherwise 

assign to background 

Compute new 
cluster centers 
C'„ and C'h 

Yes 
Terminate 

Fig. 1: The block diagram of the clustering algorithm 

Fig. 2.a shows an ROI with a speculated mass. The segmented objects which resulted 
from the clustering algorithm are shown in Fig. 2.b. After clustering, the largest connected object 
among all detected objects was selected, filled, and grown in a small region outside its boundary. 
Fig. 2.C. shows the result of object selection, filling, and object growing applied to Fig. 2.b. 
Finally, the borders of the grown object were smoothed by using a morphological opening 
operation. The opening operation for a binary image consists of the successive application of 
erosion and dilation operations. The final smoothed mass object for the ROI in Fig. 2.a. is shown 
in Fig. 2.d. 

The Rubber Band straightening transform (RBST) 

Automatic characterization of the region surrounding a mass is very important in computer 
aided diagnosis. However, the important features that characterize the mass are directionally 
dependent and this dependence is affected by the shape of the mass. Commonly used feature 
extraction methods performed in the Cartesian coordinate system cannot preserve the significant 
directional information around the mass boundary. As an example, the gradient of the opacity is 
radially oriented, making it difficult to extract meaningful gradient-based features without 
preprocessing the image. Similarly, detection of spiculations is complicated by the fact that the 
search direction for the spiculation changes with the shape of the mass. 
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Fig. 2: The result of the mass segmentation algorithm, (a) original ROI, (b) the result of 
clustering, (c) the result of object selection and growing, (d) the result of morphological filtering 

To overcome this problem, we have designed a novel image transformation method, 
referred to as the rubber-band straightening transform (RBST), to map the band of pixels 
surrounding the mass onto the Cartesian plane (a rectangular region). In the transformed image, 
the border of a mass is expected to appear approximately as a horizontal edge, and spiculations are 
expected to appear approximately as vertical lines. The radially oriented features in the original 
image will therefore become rectilinear in the transformed image. The RBST facilitates the 
computerized extraction of important image features. Three main steps in the computation of the 
RBST, which are edge enumeration, computation of normals, and interpolation are briefly 
summarized next. 

The border pixels of an object form a closed chain, i.e., starting at an arbitrary pixel, it is 
possible to move along the chain and return to the starting pixel. Conceptually, the edge 
enumeration algorithm removes pixels, one at a time, from the edge contour of the object, and 
places the x and y coordinates of each border pixel on an edge enumeration list. Thus, each pixel 
in the chain is assigned a number, which corresponds to the placement of the pixel in the list. The 
computation of the normal direction to the object is based on the object shape and the result of the 
edge enumeration algorithm. For each pixel i in the enumeration list, pixels i+K and i-K, 
occurring K places before and after pixel i are located in the list, and a normal is drawn to the line 
joining these two pixels. We have determined that K=12 results in acceptable normal computation. 
The pixel in row j, column i of the RBST image is defined as the distance-weighted average of the 
two closest pixels to p(i,j) in the original image, where p(i,j) is the pixel that has distance j along 
the normal from the border pixel i. The number of columns of the RBST image depends on the 
number of edge pixels of the segmented mass object, and the number of rows of the RBST image 
depends on the width of the region desired to be transformed. In this study, we used a 40-pixel- 
wide region of the ROI surrounding the object to determine the RBST image. An example of an 
original ROI, segmented mass object, and the RBST image is given in Fig. 3. 
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(c) 
Fig. 3: (a) original ROI, (b) segmented mass object, (c) RBST image 

In the past year, we have improved upon the algorithm that computes the RBST, and we 
have published or submitted articles on its computation and use [1,2,3]. For our database of 255 
mammograms, we have shown that features extracted from RBST images yield encouraging 
classification accuracy. We have also shown that the use of the RBST improves classification 
accuracy significantly. These results are explained in more detail under technical objective 5. 

Texture feature extraction 

In the past year, we have investigated the use of texture features extracted from spatial 
gray-level dependence (SGLD) matrices and run-length statistics (RLS) matrices. 

An SGLD matrix can be considered to be a two-dimensional histogram. The (ij)-th 
element of an SGLD matrix is the joint probability that gray levels i and j occur in a direction 9 and 
at a pixel pair distance of d in the image. Texture features, containing information about image 
characteristics such as homogeneity, contrast, and number and nature of image boundaries were 
extracted from SGLD matrices. 

A gray level run is a set of consecutive, collinear pixels in a given direction which have the 
same gray level value. A run length is the number of pixels in a run. The RLS matrix describes 
the run length statistics for each gray level value in the image. RLS texture measures, which 
summarize the distribution of the RLS matrix elements, were extracted from the RLS matrices. 

Technical Objective 3:    Feature extraction for microcalcifications 

We did not investigate feature extraction for microcalcifications in the first year of this 
research project. 

Technical Objective 4:    Development of Classifiers 

Fisher's linear discriminant with stepwise feature selection 

For classification of malignant and benign lesions, we have implemented Fisher's linear 
discriminant with stepwise feature selection. For a two-class problem, Fisher's linear discriminant 
projects the multi-dimensional feature space onto the real line in such a way that the ratio of 



between-class sum of squares to within-class sum of squares is maximized after the projection. 
This is the optimal classifier if the features for the two classes have a mutivariate Gaussian 
distribution with equal covariance matrices. 

When the data size is limited, the inclusion of inappropriate features in a classifier may 
reduce the test accuracy due to overtraining. Therefore, when a large number of features are 
available, feature selection becomes necessary. Stepwise feature selection in linear discriminant 
analysis (LDA) is a commonly-used feature selection method. Wilks' lambda, which is defined as 
the ratio of within-group sum of squares to the total sum of squares, was used as the selection 
criterion. 

Development of a genetic algorithm based high-sensitivity classifier 

The cost of missing a malignant lesion is very high in the classification problem. 
Therefore, it is important to design a classifier with good specificity at high sensitivity. Although 
stepwise feature selection is a well-established method, it makes no distinction between the 
goodness of features at high or low sensitivity. In the past year, we have investigated the selection 
of image features for the design of a high-sensitivity classifier using a genetic algorithm (GA). In 
designing the high-sensitivity classifier, we used the partial area index under the receiver operating 
characteristic (ROC) curve AxPFo, which is the average specificity above a sensitivity level 
TPFo. 

A GA comprises a population, which is a set of chromosomes, encoded so that each 
chromosome corresponds to a possible solution of the optimization problem. The chromosomes 
consist of genes, which are components of the possible solutions. The chromosomes are allowed 
to reproduce, exchange genes and mutate. The reproduction probability of each chromosome is 
related to its ability to solve the optimization problem, i.e., its fitness. By employing AxPFo as 

the fitness measure, we were able to selectively identify features which yield good specificity at 
high sensitivity. We have published an abstract [4] and submitted a journal article [5] on the 
design of a high-sensitivity classifier. 

Technical Objective 5:    Evaluation of classification methods: 

For the development and evaluation of our mass classification methods, we currently use a 
database of 255 mammograms of patients who had undergone biopsy in the Department of 
Radiology at the University of Michigan. The database includes 128 biopsy-proven benign 
masses and 127 biopsy-proven malignant masses. As more mammograms are digitized, they will 
be entered into the database. 

For classification using features extracted from RBST images, texture features were 
calculated from run-length statistics and spatial gray-level dependence matrices. A total of 320 
candidate features at different pixel distances and directions were extracted. Using linear 
discriminant analysis with stepwise feature selection, 41 features were selected for classification. 
A leave-one-case-out method was used to train and test Fisher's linear discriminant. The 
discriminant scores were used as the decision variable for the estimation of the receiver operating 
characteristic (ROC) curve. 

Figure 4 shows the distribution of the test discriminant scores, and Figure 5 shows the 
resulting ROC curve. The area Az under the ROC curve was 0.92. If the decision threshold is 
chosen properly, more than 30% of benign masses could be correctly classified with no missed 
malignant masses. These preliminary results are very encouraging. 
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Figure 5: The ROC curve. 

To compare the effectiveness of the features extracted from the RBST images with the 
effectiveness of those extracted from the region surrounding the mass, or from an ROI containing 
the mass, the same set of 320 texture features were extracted separately from two regions, which 
were: Rl, a 256X256 ROI containing the mass, and R2, a 40-pixel-wide region of the ROI 
surrounding the segmented mass. The RBST representation was called R3. Figure 6 shows the 
test ROC curves obtained by the leave-one-case-out method. The area Az under the ROC curve 
was 0.83, 0.85, and 0.92 for Rl, R2, and R3 respectively. The difference between classification 
results using Rl and R3, as well as R2 and R3 were statistically significant (p<0.05). These 
results show that texture features extracted from the RBST images are significantly more effective. 

We have used the same set of 320 texture features for feature selection in a GA for the 
design of a high-sensitivity classifier. The TPFo used for defining the fitness function was 0.95. 
Figure 7 compares the resulting ROC curves for Fisher's classifier with stepwise feature selection 
and the GA-based high-sensitivity classifier. It is observed that the GA-based classifier is superior 
to Fisher's classifier at high-sensitivity, although the overall area under the ROC curve is lower. 
The difference between the two classifiers were significant for TPF>0.90 (p<0.05). This result 
shows that it is possible to improve upon the stepwise feature selection for the design of a high- 
sensitivity classifier. 

We have also performed observer studies using a 240-mammogram subset of our database 
[6]. The purpose of the observer study was to compare the classification accuracy of the observers 
to that of the computer algorithm. Six board-certified, ACR-accredited radiologists were asked to 
rate their confidence that the mammogram contained a malignant mass on a scale of 1 to 10. The 
case order was randomized for each observer and the reading time was unlimited. The confidence 
ratings were analyzed by ROC methodology. The average Az value of the radiologists (obtained 
by averaging "a" and "b" parameters in ROC analysis) was 0.86. This result also highlights that 
the classification accuracy attained by our computerized method is at least comparable to that of the 
radiologists. 
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CONCLUSION 

In the first year of the project, we have made significant progress in four of the five major 
technical objectives in our proposal. Despite the fact that we have had to change our digitizer after 
the beginning of the project, we were able to digitize over 100 films with our new digitizer. We 
have improved upon our existing methods and designed new techniques for the segmentation, 
transformation, and feature extraction from regions of interest containing masses on 
mammograms. We have investigated existing classification techniques and designed a new high- 
sensitivity classifier for the classification of lesions as malignant and benign. We have evaluated 
our mass characterization algorithms using a database of 255 mammograms. 

The results of the evaluations are encouraging. We have shown that the RBST improves 
the mass classification accuracy significantly. We will therefore pursue the RBST further, and 
investigate additional features that can be extracted from RBST images. We have also shown that, 
compared to standard feature selection methods, significant improvement can be obtained at the 
high-sensitivity region of the ROC curve by using a GA-based feature selection method. Finally, 
we have shown that the computerized classification at least as accurate as the radiologists when 
tested on a database of 240 mammograms. The improvement in the classification accuracy when 
the radiologists are aided by the computer classification scores will be evaluated next year. 
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